Failover Cluster Configuration
Prerequisites:

1. Minimum two (2) Servers required for configuring Failover Cluster.

2. Install Failover Cluster Manager Role from Server Manager - Add Roles and Features.
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3. AVirtual Disk (Quorum.vhdx) mounted on both the servers
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Below are the scripts that are using to create Quorum.vhdx file in the “Scale-Out File Server Share” and attaching it to both the Virtual
Machines (CLOUDSQLO1 and CLOUDSQLO2).

To create a new .vhd

New-VHD -Path \\cloudsofscap\FabricManagement\hyper-v\CLOUDCLUSTER04\Quorum.vhdx -Dynamic -SizeBytes 1GB -
PhysicalSectorSizeBytes 4096 -LogicalSectorSizeBytes 4096

Attaching .vhdx to servers.
Add-VMHardDiskDrive -VMName CLOUDSQLO1 -Path \\cloudsofscap\FabricManagement\hyper-v\CLOUDCLUSTERO04\Quorum.vhdx -
SupportPersistentReservations

Add-VMHardDiskDrive -VMName CLOUDSQLO2 -Path \\cloudsofscap\FabricManagement\hyper-v\CLOUDCLUSTERO4\Quorum.vhdx -
SupportPersistentReservations
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Steps to create Failover Cluster

1. Open Server Manager = Tools = Failover Over Cluster Manager

& Failover Cluster Manager

Failover Cluster Manager

#f Create failover dlusters. validate hardware for potential failover clusters. and perform configuration changes fo
your failover dlusters.

~  Overview

Afailover luster is  set of independent computers that work together to increase the availability of server roles. The
clustered servers (called nodes) are connected by physical cables and by software. I one of the nodes fails, ancther
node begins to provide services. This process is known as failover.

~ Clusters

Name Role Status Node Status

No items found.

~ Management

To begin to use failover clustering, frst validate your hard: 5nd then create a cluster After these
steps are complete, you can manage the cluster. Managing a cluster can include copying roles to it from 3 cluster
running Windows Server 2012 R2, Windows Server 2012 or Windows Server 2003

8 Valdate Corfiquration

0 Create Cluster

0 Comnect to Cluster

|>

Actions

EailoverClustenhlanage usd
& Validate Configuration.
i Create Cluster...
B Connectto Cluster...
View »
6] Refresh
Properties
H Hep

2. Right click on Failover Over Cluster Manager and Click Create Cluster and click Next

Before You Begin
Select Servers
Validation Waming
Access Point for
Administering the
Cluster

Corfimmation
Creating New Cluster

Summary

ﬁ Before You Begin

known as failover).

Before you run this wizard, we strongly recommend that you run the Validate a Corfiguration Wizard to

This wizard creates a cluster, which is a set of servers that work together to increase the availability of
clustered roles. If one of the servers fails, another server begins hosting the clustered roles (a process

ensure that your hardware and hardware settings are compatible with failover clustering.

Microsaft supports a cluster solution only if the complete corfiguration (servers, network, and storage) can
pass all tests inthe Validate a Corfiguration Wizard. In addition, all hardware components in the cluster

solution must be "Certified for Windows Server 2012 R2.

You must be a local administrator on each of the servers that you want to include in the cluster.

To continue, click Next.

More about Microsoft suppart of cluster solutions that have passed validation tests

["] Da not show this page again
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3. Select Servers that you would like to Add in the Failover Cluster and click Next.

Before You Begin Add the names of all the servers that you want to have in the cluster. You must add at least one server.

Select Servers
Validation Waming
Access Point for Erter server name: || | | |
Administering the Browse

Cluster Selected servers: CLOUDSGLO cloud local Add
CLOUDSQL0Z cloud local |—|

Confimation

Creating New Cluster

Summary

4. On the Validation Warning page, select Yes to run the Validation Test and click Next.

ﬁ Validation Warning

Before You Begin For the servers you selected for this cluster, the reports from cluster corfiguration validation tests
Select S & appear to be missing or incomplete. Microsoft supports a cluster solution only if the complete '

corfiguration (servers, network and storage) can pass all the tests inthe Validate a Corfiguration
Validation Waming wizard.

Access Poirt for Do you want to run configuration validation tests before continuing?
Administering the

Cluster

Confirmation

Creating Mew Cluster

® Yes. When | click Next, un configuration validation tests, and then retum to the process of creating
Summary the cluster.

e} Mo. | donot require support from Microsoft for this cluster, and therefore do not want to run the
validation tests. When | click Next. continue creatina the cluster.

More about cluster validation tests
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5. On the Validate a Configuration Wizard click Next.

Testing Options
Confirmation
Validating

Summary

ﬁ Before You Begin

This wizard runs validation tests to determine whether this configuration of servers and attached storage is
set up comectly to support failover. A cluster solution is supported by Microsoft only if the complete
configuration (servers, network, and storage) passes all tests in this wizard. In addition, all hardware
components in the cluster solution must be "Certified for Windows Server 2012 R2".

You must be a local administrator on each of the servers that you wart to validate.

To continue, click Next.

More about cluster validation tests
[[] Do not show this page again

Before You Begin
Testing Options
Confimmation
Validating

Summary

@ Testing Options

Choose between running all tests or running selected tests.

The tests examine the Cluster Corfiguration, Hyper-V Corfiguration, Inventory, Network, Storage, and
System Corfiguration.

Microsoft supports a cluster solution only if the complete configuration (servers, network, and storage) can

pass all tests in this wizard. In addition, all hardware components in the cluster solution must be "Certified
for Windows Server 2012 R2"

® PRun alltests (recommended)

O Run only tests | select

More sbout cluster validation tests

<Previous |[  Ned> |[ Cancel
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7. On the Validation Confirmation page click Next.

ﬁ&mﬁmﬂﬁ(}n

Before You Begin
Testing Options
Confimation
Walidating

Summary

You are ready to start validation.
Please confim that the following settings are comect:

CLoUDSgQLO1.cloud.local
CLOUDSQLOZ2.cloud.local

List Fibre Channel Host Bus Adapters
List iISCSI Host Bus Adapters

List SAS Host Bus Adapters

List BIOS Information

lict Erriranmant Varishlae

To continue, click MNext.

Inventory
Inventory
Inventory
Inwventory

Trurantaes

8. Validation will start and if the entire requirement for the cluster is available it will finish

successfully.

ﬁ Validating

Before You Begin
Testing Options
Confimmation

Summary

The following validation tests are running. Depending on the test selection, this may take a signficant
amount of time.

Vlmlid=ta Acbinen Diemoton s Canfio i

Progress Test Result

Validate Disk Failover Pending...
Validate File System Pending...

100% Validate Microsoft MPIO-based disks The test passed.
Validate Multiple Arbitration Pending

100% Validate SC51 device Vital Product Data (VPD) The test passed.

100% Validate SCSI-3 Persistent Reservation The test passed.
Validate Simultaneous Failover Pending...

0% Validate Storage 54 Py Reser...

D

Issuing Persistent Res

[>]

(<] n

[>]

Test is cumently running.
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9.

10. Assign the Cluster Name and IP Address for the Cluster and click Next.

@ Summary

Before You Begin Testing has completed successfully. The configuration appears to be suitable for clustering.
However, you should review the report because it may contain wamings which you should address

Testing Options to attain the highest availability.

Confimmation

s Failover Cluster Validation Report "

Summary

Node: CLOUDSQLOL.cloud.local Validated
Node: CLOUDSQLOZ.cloud.local validated

%Inventory

To view the report created by the wizard, click View Report
To close this wizard, click Finish.

W

ﬁ Access Point for Administering the Cluster

Before You Begin Type the name you want to use when administering the cluster.

Select Servers
Cluster Name: CLOUDCLUSTERO4 |
Validation Waming

Access Point for
Administering the

The NetBIOS name is limited to 15 characters., One or more IPv4 addresses could not be configured
0 automatically. For each network to be used, make sure the network is selected, and then type an

Cluster address.
Confimmation
Networks Address
Creating New Cluster
i v 192.168.236.0/24 152 . 168 . 236 . 54
Summary
<Previous || Ned> | [ Cancel
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11. On the Confirmation page, “Add all eligible storage to the cluster” is checked and click Next.

ﬁ(:onﬁmmtion

Before You Begin You are ready to create a cluster
Select S The wizard will create your cluster with the following settings:
Validation Waming

Dt f Cluster: CLOUDCLUSTERD4 A
Arcess Poi ar
Administering the Node: CLOUDSQLOL.cloud.local
Cluster Mode: CLOUDSQLOZ.cloud.local

IP Address: 192.168.236.54
Creating New Cluster
Summary
W

[w] Add all eligible storage to the cluster.
To continue, click Next.

<Previous || Ned> | [ Cancel

12. Creating New Cluster.

ﬁ Creating New Cluster

Before You Begin Please wait while the cluster is configured.
Select Servers
Validation Waming

Access Point for
Administering the
Cluster

. I
Corfirmation

Creating New Cluster

Summary

Watting for notification that Cluster service on node CLOUDSGLO1 cloud local has stated.
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13. On Summary Page it shows Cluster is created successfully click Finish.

Summary

Before You Begin You have successfully completed the Create Cluster Wizard.
Select Servers

Validation Waming
Access Point for

Acministeing the Create Cluster

Cluster
S Cluster: CLOUDCLUSTERD4
Creating New Cluster Node: CLOUDSQLOL.cloud.local
Node: CLOUDSQLOZ.cloud.local
Quorum: MNode and Disk Majority (Cluster Disk 1)
IP Address: 192.168.236.54

To view the report created by the wizard, click View Report.
To close this wizard, click Finish.

W

% Failover Cluster Manager ode
4 i CLOUDCLUSTERD4.cloud.lo| [~

2| Quetes |1 v v

Name Status Assigned Vote Current Vote Information
2, cLoupsaLot ® Up 1 1
£ CloupsaLoz @ 1 1

Cluster Events

< 1] >

A4 CLouDsaLo1
us:

Stas Up

Node ID: 1
Uptime: 113418

Memory: 15.0GB Avaiable, 18.0 G Total
Processors: {4) Intel{R) Xeon(R) CPU E5-2690 v3 @ 260GHz
CPU Usage: 0%

Operating System: Microsoft Windows Server 2012 R2 Standard
Version: £3.9600

Service Pack:  No Sevics Pack hstalled
System Type:  x64based PC
Manufacturer:  Microsoft Comoration
Model: Vitual Machine

< = 3| Summary [Network Connections | Roles | Disks | Pools

.

F Add Node...

View »
Refresh
H Hep

Pause 14

Resume 14

Remote Desktop

infermation Details...

Show Critical Events

More Actions 13

EOo®E & mu e

Help
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File Action View Help

% Failover Cluster Manager Disks (1)
4 5 CLOUDCLUSTERMA.cloud.lg 21 Qu e

Name Status Assigned To Owner Node Disk Number G | &5 Add Disk
& Cluster Disk 1 (#) Online. Disk Witness in Guorm CLOUDSALO 1 | & Move Available Storage 3
View »
Refresh
Cluster Events Help

§ Bring Online
i Take Offline
& Information Details...
‘Show Critical Events

More Actions 3
< i Properties
H Hep
- ‘% Cluster Disk 1
Volumes (1)
Quorum (G}

a NTFS 937 MB free of 990 MB.

< " >

Disks: Cluster Disk 1
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